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1. Introduction  

 
The calibration system presented in this article enables to calculate optical parameters i.e. intrinsic and 

extrinsic of both thermal and visual cameras used for 3D reconstruction of thermal images. Visual cameras are in 
stereoscopic set and provide a pair of stereo images of the same object which are used to perform 3D 
reconstruction of the examined object [8]. The thermal camera provides information about temperature distribution 
on the surface of an examined object. In this case the term of 3D reconstruction refers to assigning to each pixel 
of one of the stereo images (called later reference image) a 3D coordinate in the respective camera reference 
frame [8]. The computed 3D coordinate is then re-projected on to the thermograph and thus to the known 3D 
position specific temperature is assigned. In order to remap the 3D coordinates on to thermal image it is 
necessary to know the position of thermal camera against visual camera and therefore a calibration of the set of 
the three cameras must be performed. The presented calibration system includes special calibration board (fig.1) 
whose characteristic points of well known position are recognizable both by thermal and visual cameras. In order 
to detect calibration board characteristic points’ image coordinates, especially in thermal camera, a new 
procedure was designed.  

 

 
 

Fig. 1 Calibration Board and the set of the three cameras: thermal and visual ones.  

 
2. Calibration  

 
The calibration of depicted system includes both the calibration of stereovision pair of cameras and the 

calibration of thermal camera. The calibration term is meant as computing optical intrinsic and extrinsic 
parameters of cameras [1,2,3]. The extrinsic parameters define the position between respective cameras or 
between given camera’s reference frame and another extrinsic reference frame. Extrinsic parameters of a single 
camera are described by translation vector T and rotation R matrix. The translation vector defines translation 
between cameras reference frame (Xc,Yc,Zc) and another reference frame (X,Y,Z) and the rotation matrix defines 
the rotations between the axes of reference frames. The relation between 3D point coordinates in the camera 
reference frame PC=[Xc,Yc,Zc]

T 

and the same 3D point coordinates in another reference frame P=[X,Y,Z] is defined 
by the following formula:  

 
P

c 

= R × P + T         (1)  

 
The beginning of the reference frame associated with single camera is presumed to be in optical center of 

the camera.  
The intrinsic parameters are necessary to perform not only 3D reconstruction but also to correct optical 

distortions introduced by optical lenses. Intrinsic parameters can be divided into two groups. Parameters 
belonging to the first group can be confined in the so called camera matrix [3,5] and include:  

- fx, fy focal length in pixels, i.e. fx=fkx and fy=fky, kx is the number of pixels per millimeter in horizontal 
direction, ky is the number of pixels per millimeter in vertical direction,  

- x0, y0 -principal point coordinates (defined as intersection point of image plane with line perpendicular to 
image plane and connected with optical center of camera),  
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- γ − coefficient defining the angle between x and y axes of camera image plane ( for perpendicular axes 
γ=0).  

The second group of intrinsic parameters consists of coefficients depicting radial and tangential distortions 
caused be the camera lenses [3,5].  

The calibration procedure requires a calibration object of known dimensions. In the described system a 
dedicated calibration board was used (printed chessboard with 7x7 square fields of 30x30mm each). In order to 
improve the visibility of chessboard fields in thermal image, the white files of calibration board were covered with 
aluminum foil. 

The calibration procedure consists of the following steps:  

• Acquisition of a few triple shots of calibration board in a few different positions seen by the three 
cameras; it is presumed that the external reference frame for which the rotation matrix and translation 
vector are computed is associated with calibration board with its beginning at the top left corner of the 
calibration board.  

• Finding the image coordinates of chessboard corners in all the acquired triple shots; a special 
procedure had to be written to find characteristic points in image of calibration board in both thermal 
and visual cameras at the same time. 

• With the known image coordinates of the chessboard corners and corresponding 3D coordinates which 
remain the same for each position of calibration board, as the external reference frame is associated 
with the board itself, the homography i.e. perspective projection matrix between calibration board plane 
and the image plane is calculated. For each position of calibration board the homography is found by 
means of maximum likelihood estimation. From thus acquired set of homographies, intrinsic 
parameters of cameras which remain the same for each homography are extracted first and then for 
each homography corresponding rotation matrix and translation vector is found. 

• And last but not least the values of thus found intrinsic and extrinsic parameters are optimized with the 
use of gradient descent method.  

 
3. Experiments  

 
The set of three cameras was calibrated with a calibration procedure described in the previous chapter. As 

visual cameras in stereo set we used the digital ones, Point Grey, type Flea, of resolution 1024x768 with 
IEEE1394 interface [9] and with 12mm lenses; the thermal camera used in the system is the InfraTec, type 
VarioCam®, of 640x480 resolution. In the tables 2 and 3 the computed intrinsic and extrinsic parameters of all the 
three cameras are presented respectively.  

 
Table 2. Intrinsic parameters of the three cameras 

 
 

Table 3. Extrinsic parameters of set of the three cameras relating positions of left camera RLR,TLR and thermal 
camera RTHR,TTHR to the right (reference) one  

 
 

4. Conclusions  
 
The calibration system calculating intrinsic and extrinsic parameters of both thermal and visual cameras 

was presented. The special procedure for finding characteristic points of calibration board on thermal and visual 
images was designed.  
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