A bias error effect of sub-pixel edge location measurement by means of thermal camera
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1. Introduction

Algorithms of the edge location with sub-pixel precision are usually considered in case of visual images analysis [1]. A similar solution can be applied to the edge analysis of the thermal objects registered by means of the infrared thermography technique [2].

There are three main problems of the edge location with sub-pixel precision:
1) errors of a method of radiation measurement [2],
2) finite spatial resolution of the thermal camera [2],
3) radiation distribution across the edge.

In visual systems, the third problem corresponds to irregular light distribution and causes bias in measurement of the edge location with sub-pixel precision. In case of the infrared measurement, radiation received from target is not only the reflected one, but mainly represents its own radiation. Therefore, the radiation distribution received from the edge neighbourhood depends on temperature and emissivity distribution.

The paper deals with a problem of influence of the temperature and emissivity distribution to the bias in edge location. The paper contains:
1) infrared sub-pixel edge model analysis,
2) sub-pixel edge location algorithm description,
3) influence of the temperature and emissivity distribution to the bias edge location analysis,
4) experimental results.

2. Edge model

An ideal physical edge may be considered as the step function determined in the spatial domain. In fact, edge images received from optical system are disturbed by lens aberration, disperse effects and detectors cross-talk. For visible optical systems as well as for infrared systems a degree of blurring is determined by Spread Response Function (SRF). In the one-dimensional case this function equals the Line Spread Function (LSF). Including meas-
urement model of the thermal camera the edge related signal is described as follows [2]:

$$EDGE(x, \sigma, u_0, \Delta u) = u_0 + \Delta u \cdot \left( 1 + \frac{\sqrt{2} ESF(x, \sigma)}{\sigma \sqrt{\pi}} \right),$$

where $R$, $B$, $F$ – calibration constants of a thermal camera, $u_0$ – lower radiation of the target, $\Delta u$ – radiation difference across the edge, $\sigma$ – parameter of LSF.

3. Sub-pixel edge location algorithm

Due to the lose of information caused by optical system filtering and spatial sampling, the method of sub-pixel edge location is based on interpolation algorithm. Interpolation reconstructs the edge signal (1) so the location of the edge can be estimated using equation:

$$\frac{d^2}{dx^2}[EDGE(x, \sigma)] = 0,$$

4. Bias error caused by a temperature distribution

The figure 1 presents a problem with bias in case of exp-function-like temperature distribution in the edge neighbourhood. This distribution is the most likely as a solution of Fourier equation. The second derivate of interpolated edge signal is equal zero (2) in place different from real edge location. The bias effect is appeared (fig. 1d.)

Fig. 1a. Non-disturbed edge model signal (equation 1)  
Fig. 1b. Temperature distribution as a source of the signal disturbance
To prevent bias, the author proposes modifying the sub-pixel edge location algorithm. The details will be presented in the paper.

5. Experimental results and conclusions

The laboratory stand for measurements was equipped with a thermal camera ThermaCAM PM 595 (FLIR) and lenses 24°×18°. As a thermal object, a radiator 50x50 mm (±0.1mm) was used. There were conducted 216 measurements collected at distances: 0.5, 1 and 2 meters. The standard deviation of measurements did not exceed 0.02 of pixel. Observed bias was a resultant of optic distortion of lens and the exp-function-like temperature distribution effect. It did not exceed 0.5 of pixel. It means, in point of view of the uncertainty theory, bias can be treated as additional expected value of error to the result of measurement. This value is significant and cannot be neglected. In other hand, it can be predicted using an appropriate model with modified parameters during calibration process.
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